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l. Introduction

VLSI. fabr icat ion of  largc analog or  integratcd analog and
digital circuits has becoine both-cost cffeclive and praitical.
Art i f ic ia l  neural  nctrvorks bui l t  us inq VLSI technolosv l l l  nush
tcst ing rcquircrncnts of  largc scalo 

-analog 
c i rcui ts f iybr id the

l imi ts of .exist ing rr rcthodi .  As thc c iunplexi ty  o i  analog
intetrated circltits increases, the nced for autom'atic tests oj
these c i rcui ts bccomcs a cr j t ical  rcquircrncnt ,  in c i rcui t
fabrication and maintenance. In complex'systems it is not only
more difficult to access different srrbsvsienrs for functional
testing, but al,so nrorc difficult to analy'z-e the test results sincc
the computat ions increase wi th the cube of  the number of
network c lemcrr ts.  Test ing is  a lso an cconomic issue as test
costs bccome the major eipense in circuit fabrication. Thus
the major objcctjvc for automatic t.esting of largc scale, analog
circuits is to pcrfornr rcliablc trsts nith r"nininruitr tcst cost ana
computat ional  cf for t .

Tcst ing of  arra log rnt l  nr ixed (analoe rnd diAi t r l )  r rct rvorks is  a
chal lenging : rnd di f f icul t  lask [ ' j l .  l r r  l l r i tc  of  cxccl lcnt
t lcorct ical  .anr l  pract ical  nrcthods'dcvclopcd or0r  thc years
[ ! l -15] ,  analog test ing lags bchind dig i ta l  tcsr ing in bot l i  the
srzc and. c,o-ntplcxity o[ circuits that can bc practically
diagnosed. l ' l r is  l imi iat ion is  c losclv t icx l  to s imi lar  I imi tat ioni
of  analog c i r .cui t  s imularors [0] .  On t l ro ot l rer  hand,
sensi t iv i t jes,  which play a key ro)c in c i rcui t  test ing,  can bd
evaluated at  a rn in imurn cost  i f  rhcy are calculatcd togethcr
wi th the solut ion vcctor  l?1.  So,  i f  t ie  c i rcui t  s imulat ion can
be perfornred more cf t ic i int ly ,  thcn t l rc  sensi t iv i ty  evaluat ion
and faul t  d i rgnosis wi l l  bc great l l '  fac i l i tatcd.

This paper prescnts a new approach to analog and niixcd mode
tcsl,rng based . on a decomposition techniquc. Voltage
measurcmct)ts p-laced at the partition poirrts arc rjscd to rcduie
the el lect_ o l  a. laul ty c lement- to-a local  area,  - thus faci l i tat ing
the [est .  L imi t ing the cf fcct  of  a faul t  to a local  area al lows th i
separation of digital and analog parts as their analyscs do not
have to be pcrlormed simu.ltancously. In the proposed tcsting
techniqllc mcasurcmcnts play an active rolc not only on th6
asscssntcnt  of  c i rcui t  funct ioni l i ty  but  on thc c i rcui t  s ihrulat ion
as well. This activc role of voltage tncasurcmcnts chances the
way we sinrulate the circuit aid improvc,s the spofr and
accuracy of lhe diagnosis process.

Any practical testing method must consider finite accuracy of
computer simulation as well as effects of mcasurement errors
on the validity of the results obtained. Thercfore, to estinate
element tcstability wc use numerical rank evaluation of the
test matrix based on the sinqular value decomDosition lEl. The
QR factorization approach [5] is used to seleci the besi'set of
test points. In time domaiir'tcstinA. the test points are resl
nodes, sampling time points, DC exditation leveis, and types of
input waveforms. Thc tcst point selcction minimizes prediction
standard deviations or cstimation crrors rcsulting from random
measurement errors.

In order to derive the basis for the decomposition approach and
to compare it with the existing methods, we briefly describe
the sensitivity approach. The sensitivity approach ii the most
popular tcsting method to this day. It can handle a broad
category of circuits and testing situations. But it shows serious
drawbacks whcn it is.applied Io large circuits: l) it needs large
mmputation time and m-cmory space, Z) it is sensitive to errors
caused by the circuit mixldl, nuirerical methods. and
measurements, 3) it cannot be directly applied to the mixed
mode circuits. We introduce ttre decomposition approach to
eliminate these drawbacks.

In this paper, we present the description of our method for the
time domain testing. The method can be e\tcnded for the
measurements of larmonic components of the pcriodic
response, We start discussion on the nonlinear systcm
equations and sensitivity approach, then introduce the
decomposition approach. The test proccdure of the proposed
approach is givcn.

2. Nonlinear Systcm Dquations

Consider a nonlinear circuit dcscribcd by the set of algcbraic
differential equations in inrplici! form:

f( i ,  x '  P,  t )  = 0 '  ( l )
where

f js the vector of circuit functions,
x is  the vcctor  of  c i rcui t  var iables,

i  is  the vector  of  t imc der ivat ives of  x,
p is thc vector of circuit paranrctcrs, and
t  is  t imc.

I t  is  assumcd that  at  t=0,  thc in i t ia l  condi t ions are consistent
and ( l )  has a unique solut ion.  The system cquat ions ( l )  can be
obtaincd uslng any Aeneral formulation technique such as the
modificd nod'al 

'foimulation, 
sparse tableau or hybrid

descri ptions.

The t ime intcrval  (0,r )  is  d iv ided using discrcte t imc points
(0, t r , t r , . . . . . r ) .  At  each t ime point ,  the solut ion of  (1)  is  f i rs t

determined by a nonlinear solver. Then the scnsitivity of (l)
w.r.t. all parameters can be obtained simultaneously with the
solution vcrtor, by solving a linear equation.

Systcm solution

At a certain time point t;, (l) trccomes a nonlinear algebraic

equation

r(i.,, x,, n) = o (2)

In order to solve (2) by the Nervton-Ilaphson method or other
iterative techniques, the Jacobian matrix Mj is evaluated by

df  af  a* ,  at
M i  = .  = - - J + -  ( 3 )

,  o*j  &j^j  ,* j

Using the backward diffcrentiation formula (BDIr), we can
formulate 

k i
ii = 

f0 "";n 
(4)

where
h, = t;-  t ; i  .  (5)

and

\= !! (6)
hj

From (4) we get

a*i

4:"0'

!  l l l l .  l l .  i : r 1

(7)



and the Jacobian nutrix (3) bccomcs

0r 0I
M i  : ; ; a n * ; - .  ( 8 )

J ('xi - ^i

Derivatives 1tl0*., and 0Il0x, arc calculated using current, J
values of the solut'ion vector x.'Since thesc values change from
iteration to iteration, therefore the Jacobian matrix M, has to

be evaluated and factorize-d at cach iteration. The nonlinear
iterations are solved using

. i ^ ' . i = - t ,  (e )
wnere

f . i = f ( i i , x 1 , p )  ( 1 0 )

If the iterations (9) are pcrformcd using thc norninal parameter

values p0, then a nominal solution vector x0 is obtained.

Scnsitivity Approadr

In our analysis, wc assumc that the system paramcters p are
close to their nonrinal values. Thc purposc of the fault

diagnosis is to find dcviations Ap = p - p0, rvlrich characterize
changes in the clemcnt cquations. Linear clements are
describcd through their adnrittanccsi therefore only one para-
meter is required to identify cach lincar clement. Nonlinear
elemcnts have thcir characteristics dcscrilrcd throuqh several
parameters n1 (e.S.  i5=n0exp(p,v5)+n2),  so one"nonl inear

element may require identification of morc than onc valuc in
order to dctermine its characteristics.

To obtain the sensi t iv i ty  of  t l )e or ig inal  system (2)  w.r . t .
parameter p,  d i f fcrcnt iate both s idcs of  (2)  which y ie lds

0I 0x. 0l 0x. 0f.
:  

J + -  1 * * = 0 .  ( l l )
ax j }p  e :h  0p

Let us denote 
Ax,

' j = ; ,  ( r 2 )

then (tl) bcromes
0t  a t  0 f
;  i i  + ; r i  ( 1 3 )
ux j '  0x j '  op

Using BDF, we can write i, as 
t.^ i

i :  = an sr + E' al s,-r .  (14)
J  u  J  1 = 1 . r ; - t

After some manipulations, (ll) becomes

l a r  a t1  a f  a f  * j
l - a n * - l s , = - - - - ;  D  a r s , _ ,  ( 1 5 )
lai, u ax, l J 0r, 6;,1=1 'J-'
- J J ' J

System of linear cquations (15) has the form:

j r j = - B j  ( 1 6 )

wDere

o t  o t  k i

B : = - * - ;  E - a l  s , - 1r  h  0 * r l = r ( t - "

After the sensitivity matrix S at all time points (t1, t2, ..., tj,
...,r) is formulated, the element deviations Ap can be obtained
by solving the test equations

S AP = I 'Y (17)

where Av are the deviations of thc measurcd responses from
the nominal response.

It is clear from the above analvsis that the sensitivities can be
obtained by solving a linear equation (15) after the solution of
thc original systcm has been obtained. Therefore, solution of
the original system is the most time consuming step and is also
the most inaccuratc step in scnsitivity cvaluation. Inaccuracy
of the systern modcl, approximations of nonlinear intcgratiori,
and solut ion of  nonl incar a lgcbraic equat ions introducc crrors
to the sensitivity analysis. In tlre next scction a decomposition
approach is described which significantly reduces these
deficiencies. As a result, analog testing strategies can be
developed and implenrentcd for "netrvorks' many iimes larger
than t i rosc which c in bc handled by exist ing mcthods.

3. Dccompsition Approach

It is well known that decomposition approaches to nctwork
analysis are very effcctive in reducing tho amount of
computation whcn the sizc of thc analyzcd network bccomes
large. The decomposition approach proposcd in [l0l for fault
location in large-scale networks is rrsirrg the fault v'erification
technique. In ihis case it is assumed tl[t the faulty clcnrents
are located within a small part of the network and the
remaining part is fault-free. Dccomposition of a network into
smaller subnetworks facilitate testing by localizing the effect of
faul ts.

In this papcr, rve apply thc dctornposition approach to solvc
faul t  ident i f icat ion and elerncrr t  cvaluat ion problcms. We scck
savings both in evaluat ion of  t l re solut ion vcctor  x and the
vcctor of paramctcr deviations Ap. Our goal is realizcd in two
stcps: network analysis and nctwork testing.

Nelwork Analysis

Lct N be the network under test. The nodal dcromDosition
decomposcs the network N into k subnetwoiks bv
hypothet ica))y breaking the connect ions (not  actual ly  cut t ing
connecting wircs) at acccssiblc nodcs (scr Fig. l). There musi
be no mutual  coupl ing bctwc'n any two iubnetworks.  We
assume that all decomposition nodes can be accessed for

After the voltage measuremcnts have becn taken at the

external nodes of each subnetrvork. the cxternal variables xm
have known values. In this case, the deviation of measured

voltages Axh are zero

Axm = o ( is)

and since the measurcd voltages do not vary with the assumcd
or computed parameter values, sensitivities of the external
variables to the parameters are zero,

, m _ d f m _ n  r6 - = 0 .  ( r e )

Therefore, the system solution vector ti and the sensitivities si
can be easily computod. When the circuit is decomposcd into a
number of small subnetworks, all computations for xl and sl
can be implemented in parallel within each subnetwork.

measurements. The measured nodes arc the external nodes

r  l l l t -  l N l i , l l l U T l ( l l ]  i l l  |  |  I  ( . l l i i i

Fig. l. Subnetwork of N.



so only intcrnal systcm equations d are used for solving

internal variablcs Axr. As a result rve can simplify (9),
eliminating rows and columns of M, rvhich correspond to the

measured circuit variables and 
'dcnoting 

the obtained

submatrix bv Vj. fnen (s) can be replaced by

u la . i= - i ,  (2 r )
J J J

and the internal variables are evaluated using the measured
variables and the nominal parameter values.

To observe the effect of this simplification, consider the

structurc of M, and Mj. lf the network can be partitioned

hierarchically Ct the measurcment nodes, then M, has the

following structure:

lntprnel Svst.pm Snlrrl. ions

The deviations of circuit variables only contain the internal
part

A x r

Axm

Mj=

i
The internal variables x,o are evaluated using the measured

m
variables x, a 

and the nominal parameter values !a of each

subnetrvork. Therefore, the internal variables xi can be

computed in parallel. A solution vcctor obtalned frdm (21) is

di f ferent  than the nominal  solut ion 19 and *e denotc i t  b 
-

J  v t j '

When the iterative process converges, the KCL cquations are
satisfied at the internal nodes, i.e.

{(i,,;,.po) = o (24)
J '  J '  J '

Internal  Sensi t iv i t ies

The  i n t e rna l  sens i t i v i t i e s  shou ld  be  ca l cu l a ted  bc fo re

evaluating test matrix. Differentiating both sidcs of (24) w.r.t.
p, we obtain

or :  a * :  a r l  ax l  o , j
* - - - - + - = 0  ( 2 5 \

a x i  a p  ? x i  0 p  0 p
J ' J

i t  a ,J t  a | i ,ox j  , t j
)  a t -  * - - - - -  - =0  (26 )

E o ' 0 p  0 x i a n  0 p

Dcrivat ivcs arc calculatcd using x,  = i ,  und p = p0.

Denote si = o*i,l hp,,then (26) ."n b. ,.*rir,.n .,J  I ' r

t ' r ls l=-n l  ,  e7)J J  J

A x = (20)
Axl

0

0 t j

A * :

.  o t i  a t \ ,  u i
B l=  ' + - - - r  

l  a
.  o p  o x i l = l

^ i
a x  t  t

(28)

where the block diagonal part of M.,-corrcsponds to the jnternal

circuit variables. Thcrefore the submatrix Ml is block diagonal
and (21) becomes

t 0 ,

Since the matrix Ml has block diagonal structure, (2?) can be

solved in each subn6twork independently to obtain scnsitivity

vector sr. For o = l ,  2, . . . ,  k,

" ]" ' , "= 
-  o,"

Network Tcsting

After thc network analysis stage, the system cquations (2) will
be satisfied at the internd points, but in general they will not
be satisfied at the partition points. This results from a
mismatch between assumed (in our case nom.inal) parameters

p0 for which*iterations (21) were performed, and the actual

parameters p for which the measurements were taken. We
define the external system functions as test functions

di = di 1i,,x,,n) (30)

Differentiating df w.r.t. p, and using the solution of (16) we

can now formulafe the test eouations

; r m

(23) # 
oo = -di (31)

from which Ap can bc evaluated.

l !

M . '
t .

M,-
J

M , *
J

i r ,

"j^

I t

A x '
i ,

A x -
. . :

at'o

A x ^

I  r t

l f  '
t ' .

l i ,
I=-t;
I r'"
I
l : '

i  [ / k

(tt\

(22) cu be solved independently in each subnetwork. For a =
I  ,  2 ,  . ' . ,  k ,

";" o"l"= - 1"



The tcst equation at the t ime instancc j  rvi l l  bc

1 ' ,  A p = - C n .

The cocfficient matri* 
d f 

T i, .utoa a test matrix T and it is

evaluated by tliffcrcntiffi30) w.r.t. p,

arT k j  ox l_ t  o r \  ox j  , rT
t i : l lT,l ,"t 

a, *;1 ,, * 
u 

(32)

Denote

.  orT ar ' i '  , rT
",= d, 

ci =;;l "u S,= ̂ '  (33)
then (32) becoincs

k i
. J : i

Ti = Ci E'ar rl-r+ c't l + t ' f ,
J  J t - r  -  J  -  J  J  r ) J

where the internal sensit ivi t ics sl has bccn computcd hom (2?).

The test matrix of each subiretwork can be evaluated in
paral lel.  For a = 1, 2, . . . ,  k,

'i = ii,lir,,:.. .i1". i;

Itemarks

1. The Jacobian matrix Mi for thc nonlinear iterations (21)

is block diagonal, so th'e circuit analysis is much easier
than that  in the sensi t iv i ty  approach (9) .

2. Dach subnctwork can be analyzed indepcndently,
thcrefore, parallel processing can bc inrplcmented which
fur thcr  rdducc thc analvsis t ime.

3. In the special case of a linear subnetu'ork, a solution
vector can bc obtained in one step; no iterations are
necessar_v. Notc tliat if a lincar subnctwork is a part of a
nonl inear nctwork,  such a s impl i f icat ion of  analysis cannot
tre achieved by other approichcs. Dvcn in the popular
harmonic bahncc apprbach I l l l ,  in  which'  l lnear
subnctworks are separafed from'a ri6nlinear part, severa.l
iterations are necessary to balance (he mismatch between
the solutions of nonlinear and linear parts.

4.  The Jacobian matr ix  M,o is  b lock diagonal  wi th the LU

factor izat ion.knorvn f roh the solut ion of  (23),  so the

sensitivities sja can bc easily obtained from (29).

5.  I t  is  obvious f rorn the block diagonal  fornr  of  Mi  t t rat  the

intcrnal  var iablcs r i  of  a subnctwork r topend only on these

parameters from tlic vcctor p rvhich lxlong to thc sane

subnctrvork. Also, one can obscrve that dcrivatives of d|

|  . l

w.r.t .  xi  or xi  arc nonzero only for thcsc variablcs or their
J J

derivatives rvhich are in the subnetworks incident at a
selected mcasurement nodes. As a rcsult, the t,est matrix
T, (32) has a block matrix structure. Duc to this structure
it ' is possible to identi fy int l iv iclual paramcters local ly
using only mea-surements from a givcn subnctwork or two
adjacent subnctworks.

6. The Ncwton-ftaphson rncthod requires the Jacobian to bc
constructed and factorized at cach iteration. If the chanscs
in the Jacobian fronr itcration to itcration are sufficicnily
small, thcn the old Jacobian closcly approximates thc ncw
one. Therefore, the factorized Jacobian from one iteration
can be uscd for several subscquent iterations.

4. Test Proccdure

The tcst procedure, rvhich implcments the proposed testing
method, will be organized as foliows:

1. In the pre-test stage, a circuit under tcst is modeled in
order to pcrform a computer simulation and test nodes are
selccted at thc partition points.

2. During the actual test, reference time domain input
signals are applied to the circuits under test using
different sienal'levels. A waveform recorder is used t6
sample, digftize and store the output responses at different
test points. Data are collected either dircttly through the
voltage probes or indircctly through spl'cial pirpose
tcsting circuitry (as discussed in [3]). After collection, the
data are transfcrred to the computer system for post-test
Drocessinc. The t ime domain test ins system is i l lustrated
in Fig. 2L A similar systetn wil l  "be'uscd in frcquency
domain testing where iirstead of time samples, differeni
harmonic components of the periodic response will be
rcrorded.

3. In the post-test stagc, the mcasurcd voltages are used to
aid circuit analysis and to forrnulatc thc test equations,
from which deviations of thc nctwork parameters Ap are
evaluated. lf a nrixed analog-digital circuit is tested, then
analog signals at thc tcrrninals o[ dici tal subcircuits are
transiorm-ed into the digital format a-nd digital testing is
performcd on these subiircuits. Notc that"this approich
rcquircs the mcasurements to be pcrformcd Ct the
boundaries bclwcen the analog and the digital parts of a I
circuit. I

(34)

(35)

(36)

Proccdurc to Gcncratc and Solvc Tcst Fxluations

Test equations in tinre domairt can bc forrnulated and solved
using the fo l )orv ing proccdurc:

l .  Dccomlnsc the tested c i rcui t  N into k subnctworks.
2. Perforir measurements at the partition nodes to obtain

xm rv i th in the t ime interval  (0-r) .

3.  Assume the in i t ia l  valucs p0,  and sct  j=0.

4. Assume the initial valucs of internal variables xr, and set

j= j+ r .
5. Foi each subnetwork do the following steps in parallel

(o=1,2 , . . . , k )

o Predict xro.using the forward differentiation formula'

o Calculate ijo usinS the backward differentiation formula.

I

. Dstimate internal variablcs.x o by iterative process (23).

.  Computc the sensit ivi t ics s a by solving (29).

o Dvaluate the test matrices Tf using (35)'

6. Formulate the test matrix T, by conrbining test matrices

Tf of al l  subnetworks.
7. Ripeat Steps 4-{ for each time point within (0,r). The

tcst matrix has the form

T =  tT l  Tz ,  . .  ,TJ"
where ' stands thc matrix transposc opcration.

8, Dstimate parameter deviations Ap by solving thc test
equations of the interconnected systcm

T A P = - f n '
The test matrix T has bordcred block diagonal structure.
The sparse matrix tcchniquc, parallcl algorithm and
vector computation can be used to reduce the
computational timc and the memory rcquircments..-

9. Upd'ate the parunetcr values and repcat stcps 3-8 if Ap is
large.

r  T l l t ' l l . : : l l l l l l r  ' l : r r  l r '  l l
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Fig. 2. Time domain testing system.
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5. SummarY

In the described testing nrcthod the nreasurcments are used in
an ef f ic ient ,  innovat ivc r lay to achieve two major  goals:
l '  To improve c i rcui t  s imulat ion.
2. To aid parameter idcntification.

The first gorl is satisfied b1' brcaking intcrconnected s)'stem
equations "into a sct of smallcr subs.vstcnrs. Dach of the
subsystems can be analyzed separately rcducing overall
analysis t ime and mcrnoiy reqrr i icment i .  In addi t ion,  thc
subsystems can be analyzed using analysis methods rvhich best
sui t  the type of  a subcircui t  analyzed.  I lor  cxample,  a l inear
subcircuit can be analyzed using thc Fouricr transform, or
another frequcncy domiin mcthoi, rvhich takes advantage of
the c i rcui t  l inear i tv .  A subcircui t  wi th only rcs ist ive elements
may use an algebraic equation solvcr sincc the differential
cquations rvill not be nclded. Othcr types of subcircuits such as
subcircui ts wi th d ist r ibuted Darameters or  subcircui ts wi th
ideal switchcs may usc spccialiicd analysis methods.

The second goal is satisfied by l,hc sarnc principle of
part i t ioning appl icd to t ,he tcst  equat ions.  Tl re Jacobian matr ix
bf the tesi do'uations has a blc,ck nratrix structure which
permits solutibn of the parameter identification problem
locally. As a result, savings in computcr time and mcmory are
realizi{. Another 

'inrooriant 
effcci of the Jacobian matrix

structure is Iimitation of effects of clranges in the system to the
local areas. Only the parameters of the subnetrvorks adjacent
to a particular tcst node will affcct thc test cquation at this
nooe.

In addition to the above mcntioned advantascs. the DroDosed
method allorvs a more flexible approach to"testing different
parts of a netrvork. Different subnetworks can be simulatcd and
tested on different levels of circuit representation, like discrete
element level, gate level, functional level etc.. Some

,subnetworks mav be tcsted on the functional or the
macromodel lcvel. while for others Darameter identification on
the element levcl ina.v bc pcrformcd.
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