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1. ITWTROLDUCTION

In recent youvrs the various methods and uszi nrograms have

been invectigated, for finding svmbolic network furncticons of
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echrigine allows also to obtain retwork functicns 2o ravional

functicns of the complex ireguency variable 410 .

ccognized ineffecctive hecawse of fLoo

large analysis time and practical inpossibility o anriyse

netweorks hzving more than 20 ncdes. By topolocical msihodz we

mean technigues conputing network functio

ssociated with the network. Roth Mason and Cosateu signal flow-

graph method and tree enumevration technigue are tonclogical
77] the auvthors stated: "No montion hnog

metheds. In the paper

been made of progrime using 2 topclogical iree enumeration
formulation. While accurale [8i,’9\ and uvsefoul for sensitiviiy
studies because of {he exrlicit form of the cocolficients of

lynomials, these programs have been found Lo be too slow
to be of intercst and are limited to very emall circuits.
Similar conclusionz have besn found to apply to prourams bhascd

g

on flowgriaphs methods! s

Graph partiticning gsche mes | 1l wsile nave mada
seme progress, did not give satjsfuctOLY reeults and no combu-

ter program using this coprocenh hos been Gevelopad.
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Neverheless advantaces of the tovlogical mcelhods have caused that

the investigations for imvroved computational technicgues and
efficicncy of these methods was continued {12] [131. But
cssential proaress in this field was achiceved cnly when hie-
rarchical decomposition mcthod for the graph associzted with
the network has been elaborated [24}[2@ , and when simple
algorithms for thc analysis of decomposed networks have been
written. Program IADEN /Hierarchical Analvsis of DEcomnosable
Networks/ which is presented in this paper allows to analvse
the networks having tens nodes in the time comparable with
the results obtained by numerical methods. The program is

based on the hierarchical analysis method presented in DS].

2. BRILEF DESCRIPTION OF ALGORITHMS

I'ig. la shows general program structure. Tosave. computer
memory%§¥6gram was divided into overlays; each blok showed on
Fig. 1 a.forms a separate overlay. The main overlay perfcIms
two tasks: memory management and loading appropriate coverlays
to the central memory. Core requirements are dynamic and de-
pendend on the size of analysed network. Assumed memory orga-—
nization structure resembles that of SPICE and is shown on
Fig. 1 b.

2.1. Data input and formation of network graph

HADEN is a user-oriented program. Its network degscriptioswn
language 1s convcnient and easy to learn. The network is
described by the set of free -format cards; each card describes
the network element or user’s directive. After all information
about the analysed network is introduced, the graph Gl(Xl’ Ei)
of this network is being formed. Unistor revresentation of
passive and these elements, which have an indefinite admittiance
matrix, is assumed in thc program. These elements, which cannoi.
be directly descibed by the irndefinite admittance matrix
/as c.g. ideal operational aplifiers/are represented by autonoc-

mic formal unistor models.



Such models are oblained from the [low-gravh of Lhese
elements by replacing all the edges of the flow-graph with
corresnonding system of unistors. Examples of formal unistor

models of choosen elements aro shown in Tab. 1.

2.2. Decomposition

The aim of the decomposition algorithm is determination of
hicrarchical decomvosition of the graoh.
This decomposition should provide the partition of tl : graph

into the blocks , whose dimensions have been defined i advancc.

This partition can be represented by means of the tree of
deccmnosition DS] /Fig.2/. The number of jevels of . "omposi-
tion depends on the number of vertices of the given araph, the

dimension of blocks and the fillino of succesive levels.

The main idea of the algorithm consists in the determinziiocn

of a sequence of bisectiors of graph.
The partition algorithm is realized in four following steps

1. i:=1 , L :=1
2. a test whether a graph Gi(Xi, %) should be decomposed; if
nct then go to 4 t

3. determination of bisection of Gi into GL+l and GL+2:L_3L.¢

4. i:=i+1 ; if i%4L  go to 2 , else end.

The most‘important point of the cdescribed algorithm is
determination of the bisection.
The distance d(x,xo) between two vertices XX is equal to
the lenght of the shortest path between these vertices.
Let us QGnoto by

Si(xo)={x€>( : d(};,>10>= i} , 1 = l,..,,L(xo)

/Wwhose .
the sets of vertices distance from x, is i /where S, #4, 8149/

The diameter of a graph is defined as follows .



D(xo>: ] ;HP} I(v X Ei(xo)
2 1% '“o}

The bisection of graph can be dctermined in the following

nanev

1/ we look for the vertex xO<ZX, which minimizes D(xo)

2/ we determifie sets Si ,i=1,...,1, {or the vertex X
3/ we determifz the sequence B(i)= §i' i=1,...4L
4/ one of the sets Sj such that

§j5§§k . 9,k € gP,BL,O.7L )

is chosen as the setNhisection vertices

5/ the previously determined set of vertices can be optimized

in two ways

a/ the vertices from Sj incident with only one of sets

Sj—l or Sj+l are removed
b/ we check the existence of bisection with the number ol
vertices less thes §. in the set S. US.uw S,
. J 1-1 J J+1

We have observed that for the graphs of typical electrical
networks the efficency of decomposition increases when we assume
the vertex with maxim.al incidence 'degree as one
of the biccction vertices, /usually, it is/EQ%erence node of

the network/

2.3. Hierarchical analysis

The process of decomposition results in subgraphs the graph
was divided into /further referenced as proper blocks/ and in
the information about structure of interconnections of proper
blocks, encoded in the structure of substitute graphs of
bisections /defined below/ and the tree of decomposition tiﬂ .
The next stage following decomposition is a hierarchical ana-

lysis. The idea is as follows.



Lot us SupﬁORe that agraph G /a part of analysced network
or,in the parlticular case,lthe network itself/ was partitionced
to two sub:jpraphs Gl and G2 /each of them might be, or not,
further wpartitioned/. We may distinguish two disjoint subscts

of vertices:

- set of block vertices B. consisting of the vertices crossed

by lines of bisections Or defined as terminal vertices.

- sct of internal vertices I, consisting of remaininag vertices
of G.

In turn, the set B might be divided into two subscts:
those in G1 and in GZ /of course, their intersection forms
the sect of bisection vertices of G/. After spanning a comvlete
directed graphs over each of these two subgraphs,

s . .
the substitute graph of bisection G, is obtained.

Let us denote the sets of edges of those complete subgraphs

corresponding with Gl and G, by E. and E,, respectivelv.

2 1 2

Our aim is to evaluate the set of directed k-trees TV,
where V is a family of k subsets of the block vertices; each
of the sets of V consists of at least one vertex - reference
node of a given component of a k-tree; remaining vertices
are vertiées belonging to the same component. Of course, all

sets of V are disjoint.

Let us denote with P the set of all directed k~trees t

S . .
of G7, and such, that in the graph tao Ei , 1 = 1 or 2, there
does not exist a directed path of logth greater than one; such

k-trees are called proper k-trees f}S][}G].

It can be proved [iﬂ L}Q], that the set of k-trees T, may
be evaluated from the formula:
2

T = T\l] o T /1)
LtEP 1t 2t

There are no duplications in the formula above. "o" denotes

Wang product. Ti and Ti are sets of k~treces of Gl and G

1t 2t 2



defincd by vlt and VZt ; respectively.

Families vit’ i = lor 2, can be found as follows. Let us
suppose that the graph ti:t<ﬂEi , 1 =1 or 2, has k components,
cach of thcm being a dirccted k-tree. Scts of family vit
i =1 or2, consist of vertices incident to edges of succesive

components of L.

If any of G1 or G, is sufficiently small, T ,

2
i = 1or 2, can be evaluated directly. If it has been partitioned
however, the nrocedure described above can be appli d, with

G:=G, and V:=V, , £t C€P.
i it

If G is the graph of the entire network, family V follows,

of course, from topological formula.

In HADEN, only the complex variable s is symbolic. So sets
T. , T . L
v ! Vit , 1 =1 or 2 , appearing in /1/ are simply
polynomials of one variable s, and Wang product can be repls-

ced with normal polynomial multiplication.

More precise descripntion of algorithms of hierarchic ana-

lysis can be found in [}6].

3. GENERAL CHARACTERISTIC OF HADEN
t
HADEN was implemented on CDC-CYBER 73. Core reguirements

depend on the size of analyséd network, from 34000B for networks
having 15-20 nodes, up to about 50000B - 60000B words of core
for 100-150 nodes.

Program was tested for networks having up to 130 nodes.

HADEN can evaluate four basic netwonrk functions: voltage
and current transfer functions, transimpedance, transadmitance

and impedance between given pair of nodes.

There are no serious restrictions for the structure of
interconnections of clements. Because of assumed heuristic
algorithm of decomposition, howcver, it is the most cfficient
for longish structures resembling /after rcmoving the referconce
node/ an irreyular cigar /Fig.33c¢iscontinous lines denote the

most probable partitions/.



HADEN is the [irst program performing topolodgical analysis
of large networks connecting in an effaective way automatic
partitioninyg of network graph with hierarchic analysis of
decomposed graph, and eaquipred with convenient language of

network description.

4. RESULTS FROM HADEN

HADEN was tested for dependencies cf time consumed for
. . : s . \
the entire analysis (Flg.4> and deccmposition (Flg.S) versus
network size and dependency of time used for the entire ana-

lysis v.s. blocks sizes the network was partitioned to(gig,6>

Tests perfomed show that time elapsed for decompcosition
~is proportional to the product of numbers of nodes and levels
of decomposition. A colloraly follows that time used for grenh
partitioning on a single level of decomposition lineariy

depends on the network size.

The dependency of the hierarchical analysis time v.s.

. : a
network size resembles function of type const »n where n

-t
[47]

the number of nodes and a is a constans little more than 2.

This distinguishes described algorithm from the direct ana-

lysis with its exponential dependency.

Fig. 6 shows strong dependency of the time of analysis

from blocks sizes the network was partitioned to.

With large blocks, the time of their analysis 1s large.
From the other hand if blocks are too small, the time of ana-
lysis of interconnections of blocks increases. So there
exXsists a minimum, which, for the network tested /a RC ladder
of 52 nodes/, was about 6-7 nodes in block.

In order to evaluatc the cfficiency of the program HADEN the
examples from papers [1] and [3] werc choosen. Programs NAPPE
and SNAI wercrun on CDC (6500, while SNAPEST on CDC Cyber 74

and HADEN on CDC Cyber 73. The ccmputer time regquired by HADDN
is given in Table II and may be compared with the time required

by the other three programs to analyze the same ciruit /Fig.7/.
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TABLLE IT

Numher Running time in seconds

of.

nodes HADEN SNAPLST NAPPL SNAY

11 1.16 .298 1.23 3.27

13 1.58 . 370 1.67 19.8

15 1.81 463 2.35 ~ 140.
17 2.55 567 3.12 ~ l6mind

A few other examples analyzed by HADEN are shown in Fig.8 and S
The computer time reguired for these examples was s

and S.

5.SUMMARY

A new method and a program of topological analysis of
linear networks is presented in the paper. Results achieved
allow the assumption that topological methods will rehain useiul
in electronic network design. HADEN is only the first version
of computer implementation of hierachical decomposition method.
It can be seen, however, that this method can compete with
numerical methods in time consumption.

€ome special advantages of topological methods make them better.

The elaborated method is a ground for further researches
on making use of these possibities of topological methods, that

are unattainable with other methods as eg.-
1. the great accuracy :
2. vossibility of use of apvreximate symbolic analvsis

3. possibility of gcenerating  functions describing

macromnodels.

4. Possibility of efficient tolerince analysis, tuning and

centering with the aid of the quantile numbaers arjithmetics.
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Fig.3. Quasi - optimal network shape for assumed

decomposition algorithm
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network size /tested on RC laddecrs/.
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